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ABSTRACT

Introduction: In this study, the performance of computed tomography lung image segmentation using image pro-
cessing and Markov Random Field was investigated. Before cancer segmentation and analysis, lung segmentation is 
an important initial process.  Thus, the aim of this study is to find the optimal Markov Random Field setting for lung 
segmentation. Methods: The Centre for Diagnostic Nuclear Imaging at UPM provided 11 anonymous sets of cancer-
ous lung CT images for this study. The thresholding technique is an effective method for medical image segmentation 
when the priori information for the region of interest is known, such as the Hounsfield Unit value of lung.  Due to 
the large differences in grey levels in the image, the thresholding approach is difficult to apply in segmentation, es-
pecially for lung. Thus, for the segmentation process, this study used multilevel thresholding with Markov Random 
Field with three settings; Iterated Condition Mode, Metropolis algorithm, and Gibbs sampler. The images then went 
through image processing procedures which were binarization, small object removal, lung region extraction and 
lung segmentation. The output from the experiments were analyzed and compared to determine the ideal lung seg-
mentation setting. Results: The Jaccard index average values; Markov Random Field -Metropolis = 0.9464, Markov 
Random Field -ICM = 0.9499 and Markov Random Field -Gibbs = 0.9512.  The Dice index average values; Markov 
Random Field - Metropolis = 0.9743, Markov Random Field - ICM = 0.9724 and Markov Random Field - Gibbs = 
0.9749. Conclusion: Markov Random Field using Gibbs sampler delivered the best results for lung segmentation. 
 
Keywords: Computed Tomography, Image Processing, Lung Segmentation, Markov Random Field

Corresponding Author:  
Khairul Azha A Aziz, PhD
Email: khairulazha@utem.edu.my
Tel: +612-7295525 

INTRODUCTION

Cancer is among the most fatal diseases in the world, 
with lung cancer having the highest mortality rate. Lung 
cancer also has the lowest survival rate following medical 
diagnosis, with the number of deaths rising every year. 
Cigarette smoking is responsible for more than 75% 
of lung cancer cases (1). According to a GLOBOCAN 
study, there were 19.3 million new cancer cases in 
2020, with 52% of the patients dying from the disease.  
In comparison to 2018, the number has increased by 
1.2 million. Hence, lung cancer is the leading cause of 
cancer deaths (2 – 4).

Imaging plays an important role in cancer detection 
and monitoring. Since Roentgen discovered x-rays 
in December 1895, radiography has been the most 
established of all imaging techniques (5)(6).  However, 

over the past 40 years, new imaging techniques have 
emerged, including ultrasound, positron emission 
tomography (PET), computed tomography (CT), and 
magnetic resonance imaging (MRI). In the United States, 
the use of CT and MRI has considerably enhanced the 
detection and characterisation of soft-tissue lesions that 
may not be detectable on radiographs (7). 

The motivation of developing a Computer Aided 
Diagnosis (CAD) tool is to assist medical practitioners in 
cancer screening process  (8). Computer Aided Diagnosis 
(CAD) systems is a significant task in processing medical 
images required for analysis.  The development of CAD 
system has led to better analysis for PET or CT images 
to find cancer or region of interest, which has helped to 
solve the problem of cancer detection (9 – 10).

The lung image basically consists of lung tissue, heart, air 
outside the lung tissue, and other elements. The portion 
of the lung that is examined is lung tissue, which is a 
component of the lung wall. The lower the Hounsfield 
Unit (HU) value, the lower is the lung tissue density. 
The image’s higher HU value indicates a higher lung 
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wall density surrounding lung tissue. The initial stage in 
the computer-aided design (CAD) pulmonary diagnosis 
based on CT scans is to separate the lung area from the 
CT images (11). 

Lung segmentation can be performed using a certain 
range value of Hounsfield Unit (HU) thresholds 
obtained from the CT volume histograms that define 
the lung regions (12). Image segmentation is a pre-
processing technique for separating the lung region from 
the surrounding tissue in a scanned image. In the case 
of lung cancer detection, a mask image created during 
the preceding process is used to ensure that nodule 
identification is limited to the lung area. As a result, 
processing time and the number of false positives will 
be minimized (8). 

Thresholding is a method used to segment an image 
by extracting the data from grayscale pixels that are 
higher or lower than a constant discrete level. The 
image’s information that is required is kept, while 
the information that is irrelevant is ignored (13).  To 
calculate optimal threshold, Otsu introduced between-
class variance thresholding as a discriminant function 
to obtain an ideal threshold from the image histogram 
by segmenting an image into nearly uniform areas. The 
thresholding segmentation method has the disadvantage 
of not being functioning with multi-channel images 
and characters that aren’t particularly different from 
the images. Grayscale images are similarly difficult to 
interpret since there are no noticeable distinctions or a 
larger overlap area of grey value images (11). 

Thresholding is difficult in lung segmentation due to the 
large differences in grey levels in the image. Although the 
total CT value of lung parenchyma is lower, the density 
of lung wall around lung parenchyma is higher, resulting 
in a higher CT value in the image. To improve the 
normal thresholding technique, multilevel thresholding 
is applied for lung area border restoration using the 
mathematical morphology approach. Studies showed 
that the proposed method is reliable to automatically 
identify the lung regions from chest CT images (11).

MATERIALS AND METHODS

Methodology
CT is commonly used among many modalities for 
diagnosis and detection of cancer nodules because of its 
ability to represent human body scans in 3D form and 
its sensitivity (14). The first step to determine the lung 
area is by applying basic image processing technique. 
The next step is the segmentation of the image to extract 
the lung from the input image. The Centre for Diagnostic 
Nuclear Imaging at UPM provided 11 anonymous sets 
of cancerous lung CT images for this study. Based on the 
experimental results of the mathematical morphology 
technique, multilevel thresholds for lung area border 
restoration showed that the algorithm can automatically 

Figure 1: Lung Segmentation Process Flow

and accurately separate lung regions from chest CT 
images (11).

Figure 1 shows the steps involved in the lung 
segmentation process in this study. For segmentation 
using Markov Random Field (MRF), Demirkaya et al. 
used Step 1 to Step 3 for region of interest  segmentation 
(15). The input image is subjected to multilevel 
thresholding process, with the output serving as the 
MRF’s initial segmentation. This study used three MRF 
settings; Iterated Condition Mode, Metropolis algorithm 
and Gibbs sampler. In addition, this study also followed 
steps 4 to 7 for the segmentation. 

Table I: Lung Hounsfield Unit (HU) Value

Organ HU

Lung [14]a novel computer aided detection (CAD -500

Lung [12] -1023 to -400

Lung [16] -900 to -200

Thresholding technique was used because the priori 
information, such as the Hounsfield Unit value of 
lung was known. Thresholding is a method used for 
segmenting lung images by extracting the data from 
pixels in a grayscale image that are higher or lower than 
a constant discrete level. The image’s information that is 
required is kept, while the information that is irrelevant 
is ignored. Table I shows the HU values of lung from 
various literatures. In this study, multilevel thresholding 
was used with the values -900 and -200 chosen as T1 
and T2 for the settings.

Markov Random Field
MRF incorporates spatial data, eliminating both the 
issue of overlapping clusters as well as the impact of 
noise on clustering, impacting the clustering results. 
MRF is able to manage dynamic interdependence 
between data cases, offering a high degree of precision 
for segmentation tasks (17) (18). A Markov Random 
Field is a random field X of I that labels the sites of I with 
respect to the Ns if:

P(X=x)>0 for all x∈Ω                                       (1)
P(X=x

i
|X=x

k
,k≠i)=P(X=x

i
 |X=x

k
,k∈N                      (2)
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P(X) described as MRF model,
                     (3)

P(Y | X) is the intensity distribution individual region,

           (4)

Where μs and σs are the parameters of distribution of 
the class xs.

The Iterated Conditional Modes (ICM) algorithm is an 
approximation of the MAP (maximum a posteriori). The 
ICM solves the issue of minimization by successively 
updating labels by lowering the following equation at 
each pixel:

            (5)
U(xs) is the number of pixels in the neighbourhood that 
have the colour xs

            (7)
The main advantage of Metropolis algorithm is that the 
optimization’s performance is no longer dependent on 
initial labelling. The next 6 steps involved were taken 
from (15), with the aim to minimize:

(logσ
s
+μ

s
)/σ

s
+β U(x

s
))/T                                   (8)

where T is the temperature parameter.
Gibbs sampler: Gibbs sampler has the same advantage 
as Metropolis algorithm. There are 5 steps involves. For 
probability P,

                    (10)

Table II shows the MRF setting for CT lung segmentation 
used in this study. Figure 2 illustrates the CT images 
and the MRF process outputs for the three settings. The 
original image is shown in (a), the output from MRF-ICM 
is shown in (b),  MRF-Metropolis is shown in (c), and the 
MRF-Gibbs is shown in (d).

Performance
The Jaccard similarity index and Dice similarity 
index were used as performance indicators for CT 
lung segmentation in this study based on Matlab 
documentation in (18).
  
Jaccard Similarity Coefficient
The Jaccard similarity coefficient of two sets A and 
B (also known as intersection over union or IoU) is 
expressed as:
jaccard(A,B) = |intersection(A,B)|/|union(A,B)|      (11)

where |A| represents the cardinal of set A. The Jaccard 

index can also be expressed in terms of true positives 
(TP), false positives (FP) and false negatives (FN) as:
jaccard(A,B) = TP / (TP + FP + FN)  (12)

Dice Similarity Coefficient
The Dice similarity coefficient of two sets A and B is 
expressed as:
dice(A,B) = 2 *|intersection(A,B)|/(| A | + | B | )        (13)

where |A| represents the cardinal of set A. The Dice 
index can also be expressed in terms of true positives 
(TP), false positives (FP) and false negatives (FN) as:
dice(A,B) = 2 * TP / ( 2 * TP + FP + FN)                (14)

RESULTS

Table III shows the Jaccard index similarity and Dice 
index similarity for CT lung segmentation. The averages 
for Jaccard index were MRF-Metropolis = 0.9464, MRF-
ICM = 0.9499 and MRF-Gibbs = 0.9512.  For the Dice 
index, the average values were MRF-ICM = 0.9743, MRF-
Metropolis = 0.9724 and MRF-Gibbs = 0.9749. Table IV 
shows the comparison for lung segmentation using MRF 
with previous study done using FCM, Modified FCM 
and FPCM. Figure 3 shows the image for binarization, 
small object removal, extraction of two largest region 
and lung segmentation process.  

DISCUSSION

Referring Table III, both similarity indexes showed that 
MRF-Gibbs produced the best results. Using MRF-Gibbs 

Figure 2: (a) CT Image, (b) MRF-ICM, (c) MRF-Metropolis and 
(d) MRF Gibbs

(6)

(9)

Table II: MRF Setting for CT Lung Segmentation

Markov Random Field Number Of Class    β

ICM 3 4

Metropolis algorithm 4 3

Gibbs sampler 4 2
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ICM and 0.0025 higher compared to MRF-Metropolis. 
For MRF-Metropolis, the method tended to choose the 
nearest distance between nearby pixels. As discussed 
by I. B. Sullivan et. al. (19), the disadvantage of this 
approach is that it can become stuck at a local minimum. 
In comparison to the previous studies, results in Table IV 
clearly illustrate that using MRF with all three settings 
produced better results. This was in line with D. L. 
Pham’s suggestion that MRF could be used to efficiently 
segment medical images with inhomogeneous intensity 
(20). As can be seen in Figure 3, the algorithm was able 
to successfully segment the lung region perfectly. This 
proved that the new algorithm improved the normal 
thresholding technique and can automatically and 
accurately segment lung regions from the chest CT 
images. 
 
CONCLUSION

The aim to study the performance of computed 
tomography lung image segmentation using image 
processing and Markov Random Field was achieved. A 
CT image for lung segmentation using image processing 
and MRF was presented. Overall, the results were better 
than previous reported studies for CT lung segmentation. 
As shown in the results section, the algorithm managed 
to get the similarity index for all the three settings to 
exceed 0.9400. Moreover, MRF using Gibbs sampler 
gave the best results with the Jaccard index of 0.9512 and 
the Dice index of 0.9749 compared to MRF-Metropolis 
and MRF-ICM.  The results from this study will benefit 
the lung cancer analysis research and computer aided 
diagnosis development.
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