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ABSTRACT

Introduction: One of the most useful tool to assess the extent of depression, anxiety and stress symptoms is the val-
idated Depression, Anxiety and Stress Scale, 21 items (DASS-21). The availability of online mental health resource 
centre provides big data capable of machine learning analytics for early detection of mental health issues. Howev-
er, prediction accuracy of these data using machine learning method remains elusive. Methods: A cross sectional 
study was conducted, using secondary data of respondents who answered an online DASS-21 questionnaire from 
an online resource center. Depression, anxiety and stress were measured using DASS21 as either the outcome or 
predictor, depending on the model. The model includes sociodemographic predictors such as gender, age, race, 
marital status, education level and occupational status. A feed-forward artificial neural network was constructed 
based on multilayer perceptron machine learning procedure using IBM SPSS version 23.  Results: A total of 339,781 
respondents data were obtained. The observed prevalence of depression, anxiety and stress was 39.9%, 48.5% and 
13.4%, respectively. This resulted in 76.4% prediction accuracy for depression, 76.3% accuracy for anxiety and 
87.4% prediction accuracy for stress. Stress and anxiety were the most important factors contributing to the disease 
model. Conclusion: The prediction models have high accuracy to predict the true observed depression, anxiety and 
stress prevalence. The clinical relevance of these prediction models still needs the human intellect judgment based 
on Maqasid al-Shariah principles. Machine learning therefore should not be abused but to help in decision-making 
towards early detection and prompt treatment.
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INTRODUCTION

Depression, anxiety and stress has become one of the 
leading causes of not just psychospiritual morbidity, but 
also physical morbidity. More and more people succumb 
to this chronic but treatable disease or condition. The 
symptoms range from mild to severe, leading to potential 
adverse events such as suicide which is preventable 
if detected early. The condition is worse during the 
COVID-19 pandemic, where the prevalence is not just 
higher but the rate of change is worrisome, where an 

increment of 27.6% for depression, 25.6% for anxiety 
was observed globally. Southeast Asian countries 
including Malaysia showed lesser but significant 
increment from pre-pandemic times to during pandemic 
for depression (11.5%) and anxiety (13.1%) (1). One of 
the tools that has been widely used to assess depression, 
anxiety and stress symptoms is the Depression, Anxiety 
and Stress Scale - 21 items (DASS-21). Locally, the 
prevalence of DASS-21 depression, anxiety and stress 
is 15%, 34% and 17%, respectively, among adolescent 
(2). Another study showed higher prevalence with 46% 
depression, 59% anxiety and 38% stress using the same 
tool and population (3). The aim is to recognize these 
symptoms early in order to begin early management that 
can potentially prevent serious complications such as 
suicide.  So far, clinicians rely on passive surveillance 
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where patient come to the clinic to seek help for these 
conditions. There is a need for a larger safety net and this 
can be made available by having an online information 
and survey (4).

In the advent of Industrial Revolution (IR) 4.0, machine 
learning has become one of the most sought-after data 
analytic method due to its ability to handle big amounts 
of data (5). It is part of artificial intelligence (AI), an 
area where the decisions are made based on rigorous 
computation. Its main advantage over statistical methods 
is its ability to handle big data which is usually non-
linear and complex (5). Statistical methods often needs 
various assumptions in order to make correct statistical 
decisions, in which can be daunting when dealing with 
big data. If assumptions are neglected, it can lead to false 
clinical decisions based on the results. The robustness 
of supervised machine learning can overcome this. 
Moreover, supervised machine learning is used as the 
data is labeled, making the analysis more structured 
to the clinical question. Supervised machine learning 
helped in feature selection of prognostic variables 
important in cognitive behavioral therapy impact on 
depression  (6).  However, a key component here is 
the human touch and interpretability in healthcare that 
makes a difference especially when handling health 
conditions such as depression, anxiety and stress (7).

Traditionally, DASS-21 was analysed as part of early 
identification of depression, anxiety and stress symptoms 
using prevalence as the measure of morbidity. This is 
important in stratification of patients in need for referral 
for further psychiatric and psychological assessment. 
The analysis tends to have modest number of samples 
and have limited generalizability, as it tends to focus 
on specific groups such as single mothers, students and 
other vulnerable groups. However, there are paucity 
of studies utilizing big online community data and 
machine learning methods which can capture abnormal 
trends almost real-time from an open source perspective. 
Furthermore, the supervised machine learning method 
is needed to study about human behaviours and its 
relation with their background characteristics in people 
who have the access to the online survey which might 
be people who are hesitant initially to seek psychiatric 
evaluation. The key component to this measurement 
of association is the accuracy of the machine learning 
model.

The objective of this study is to measure the accuracy of 
supervised machine learning in predicting the observed 
prevalence of depression, anxiety and stress, as well as 
to determine the most important predictor of depression, 
anxiety and stress.

MATERIALS AND METHODS

A cross sectional study was done using data from 
an online Mental Health Information and Research 

Centre (4). It is an online health promotional website, 
aimed to empower the public and their families on the 
knowledge of their psychiatric and social issues as well 
as the treatments available. This online centre was made 
publicly available and catered thousands of hits and 
visitors per day. The data is validated by a consultant 
psychiatrist. 

Sample size calculation was based on artificial neural 
network (ANN) model for a dichotomous outcome;  
minimum sample size of 50 times the number of weights 
in the ANN (8).  Weight is the parameter within a neural 
network that transforms input data within the network’s 
hidden layers. Taking into account the total number of 
categories in the independent variable that contributes 
to this weight of 30, the minimum sample size required 
was 1500. Thus, since we already have the complete 
data of 339,781 respondents, we feel that all of the data 
should be analyzed to get a more representative picture.
Sampling was done via universal sampling method; all 
data that were inputted in the website were taken as of 
17 January 2020.

Outcomes were depression, anxiety and stress 
measured using DASS-21, which was answered by the 
general community online. The questions such as “I 
find it hard to wind down” was asked in written form 
via online platform. The raw scores were converted 
into two categories; having depression (10 or more), 
anxiety (8 or more), stress (15 or more), or not having 
the condition (9). Each outcome was modelled with 
the rest of the outcome, plus gender, age, race, marital 
status, education level and occupational status. A feed-
forward artificial neural network was modelled using 
multilayer perceptron machine learning procedure 
using IBM SPSS version 23. The variable importance, 
or strength of association, of a specific independent 
variable for the outcome variables was determined 
by identifying all weighted connections between the 
neural network nodes of interest.  On the other hand, 
normalized variable importance is useful when the data 
has variable scales and artificial neural networks does 
not make assumptions about the distribution of the data 
(10). The dataset was divided into training (70%) and 
testing (30%) dataset for validation. 

Research and ethical approval were obtained 
from Kulliyyah of Medicine Research Committee, 
International Islamic University Malaysia (IIUM) (ID: 
825) and IIUM Research Ethics Committee (IREC 2022-
071), respectively. The secondary data from the online 
database was kept anonymous since the start as there 
were no personal identifiers of the users collected. 
Data is pulled from the website after online consent. 
Variables such as depressive symptom score, anxiety 
symptom score, stress symptom score, gender, age, race, 
marital status, education level and occupational status 
were used for the analysis. Data cleaning was done by 
checking for missing data. Little’s missing completely at 
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random (MCAR) test was done on the variables using 
expectation maximization (EM) estimation method, 
which was statistically not significant. Thus, the missing 
data was assumed as MCAR and not included in the 
analysis. Cross entropy error was used as a loss function, 
where the lower the value the better the prediction 
model is by setting difference between the estimated 
probability with the desired outcome (10).

RESULT

A total of 339,781 respondents were included in the 
analysis. From the database, majority of those with 
depressed symptoms were female, over 75 years old, 
other race, divorced, no formal and unemployed. The 
prevalence of anxiety symptoms are higher in female, 
over 75 years old, other race, single, no formal  and 
students. On the other hand, stress is more prevalent in 
female, over 75 years old, Indians, divorced, no formal 
education and unemployed. Results are shown in Table 
I.

Table I: Prevalence of depression, anxiety and stress accord-
ing to sociodemographic characteristics

Background* 
Depression Anxiety Stress

Fre-
quency 

(n)

Preva-
lence 
(%)

Fre-
quency 

(n)a

Preva-
lence 
(%)

Fre-
quency 

(n)

Preva-
lence  
(%)

Gen-
der

female 121712 42.0 147601 50.9 42290 14.6

male 24981 32.2 30736 39.6 7077 9.1

Age 18-24 79102 43.0 96280 52.4 26383 14.4

25-34 42483 36.9 50758 44.1 13764 12.0

35-44 7929 24.9 11022 34.6 2377 7.5

45-54 1027 14.2 1718 23.7 237 3.3

55-64 175 12.0 287 19.6 51 3.5

65-74 30 25.0 37 30.8 12 10.0

over 75 27 57.4 31 66.0 21 44.7

under 
12 102 31.0 129 39.2 61 18.5

Rrace Chi-

nese
1465 36.3 1680 41.6 516 12.8

Indian 1044 38.9 1265 47.1 454 16.9

Malay 133164 39.9 161209 48.3 44105 13.2

other 11001 40.9 14162 52.6 4287 15.9

Mar-
ital 
status

di-
vorced/
wid-
owed

2538 44.8 2840 50.1 967 17.1

married 25962 27.8 34859 37.3 8875 9.5

single 118205 44.0 140651 52.4 39530 14.7

Ed-
uca-
tion 
level

col-
lege/
univer-
sity

110048 37.8 135750 46.6 35188 12.1

none 2487 51.8 2701 56.3 900 18.8

primary 788 41.8 902 47.9 351 18.6

sec-
ondary

33382 47.9 38997 56.0 12933 18.6

Table I: Prevalence of depression, anxiety and stress accord-
ing to sociodemographic characteristics (cont.)

Background* 
Depression Anxiety Stress

Fre-
quency 
(n)

Preva-
lence 
(%)

Fre-
quency 

(n)a

Preva-
lence 
(%)

Fre-
quency 

(n)

Preva-
lence  
(%)

occu-
pa-
tion

profes-
sional

32422 30.7 42487 40.2 10736 10.2

semi-
skilled

14122 42.4 16382 49.2 4492 13.5

skilled 8639 34.2 10996 43.5 2938 11.6

student 69907 43.3 86562 53.6 24048 14.9

unem-
ployed

21615 51.4 21923 52.1 7158 17.0

*Result shown excluded any missing data

CONTINUE

Based on Table II, the observed prevalence of depression, 
anxiety and stress was 39.9%, 48.5% and 13.4%, 
respectively. The prediction accuracy for depression, 
anxiety and stress were 76.4%, 76.3% and 87.4%, 
respectively.  The lowest cross entropy error was for the 
stress model, and the highest was the anxiety. 

Table II: Model summary for the three prediction models

Aspect Depres-
sion Anxiety Stress

Prevalence (%) 39.9 48.5 13.4

Accuracy (%) 76.4 76.3 87.4

Cross entropy error 48895.9 53049.7 26510.4

AUC 0.8 0.8 0.9

Most important 
predictor

Stress Stress Anxiety

On the other hand, stress and anxiety was the most 
important predictor contributing to the three disease 
model (normalized importance= 100%). 

Fig. 1 until 3 shows the breakdown of predictors based 
on depression, anxiety and stress machine learning 
model, respectively, according to its importance. Stress 
and anxiety was the most important factors contributing 
to the disease model.

Fig. 1: Predictors of depression which are (in descending 
order of importance) stress, anxiety, age, occupation, 
marital status, education, race and gender.
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Fig. 2: Predictors of anxiety which are (in descending order of 
importance) stress, depression, age, education, race, occupation, 
marital status and gender

We expected that the perceived healthy community to 
have lower prevalence than that of psychiatric patients 
under follow-up, however our data suggest otherwise. 
This can be a red flag, or warning sign, telling that 
community mental health need to be looked upon, as 
some of them are possibly afraid to express their mental 
health concerns and need help.

The prediction used feedforward neural network 
and classification to determine model accuracy. The 
machine learning model correctly predicted 76% of 
the depressive cases. The high prediction level here 
correlates with good area under the curve (AUC) of 0.8 
and modest cross entropy error, signifying the predictive 
power is good. Results here were far more realistic 
than a study in India which have high accuracy (97%) 
and receiver operating characteristics (ROC) (0.99) but 
small sample size and different factors being modelled 
(14). The strength of this model is in the number of 
data obtained from the online open source survey. We 
foresee the potential in using this data and make interval 
analysis of trends. From there, the drop or increase in 
prevalence can be seen.

Interestingly, the top five predictors of depression in 
descending order of was stress, anxiety, age, occupation 
and marital status. Divorcee also contributes to this 
importance in the machine learrning model, where 
they are most vulnerable to depression. However, for 
age it is unclear whether higher or younger are are 
more prone to get depressive symptoms in the model. 
When compared to a statistical model, the machine 
learning model identified the same, most important 
predictor which is stress (15). In terms of anxiety and 
stress models, the neural network uncovered stress and 
anxiety as the most important predictor, respectively. It 
is comparable with a study showing stress was a directly 
related to anxiety (16). Occupation played more role in 
stress as compared to the anxiety model. In other words, 
stress due to workplace demands are more frequently 
encountered as compared to anxiety triggered due to 
certain working conditions. This is also in line with a 
previous study which showed job demand was directly 
related with stress in a structural equation model analysis 
(16). Thus, it is very important here that stress and anxiety 
should always be monitored from time to time, and a 
quick online survey can help in detecting this early for 
early intervention. Workplace policies might not have 
the platform for daily assessment of employees’ mental 
health status, hence making the online screening tools a 
useful alternative. 

The limitation of this is the data veracity, or truthfulness 
of the data supplied online. The respondents are 
unanimous, and how they understand and answer the 
data honestly will determine the true accuracy of the 
data.

Fig. 3: Predictors of stress which are (in descending order of 
importance) anxiety, depression, age, race, occupation, education, 
marital status and gender

DISCUSSION

The study utilized machine learning methods of analysis 
as compared to the traditional statistical regression 
models. The advantage here is the big data. The data 
provides a platform to train the model as much as 
possible to improve the accuracy. 

The background prevalence based on the 
sociodemographic characteristics correlates well with 
the national data especially among divorcee whom 
reported more depressive and stress symptoms compared 
to those who were married as well as single individuals 
(11,12). Some of them stay as single mothers and have 
many children to take care, contributing to potentially 
other illnesses. The prevalence of depression was 
39.9%, higher than previous study among Malaysian 
adults (20.5%) (13). In terms of anxiety, it was 48.5% 
which was also higher according to previous study 
(44.5%) while stress was about 3% higher than the 
same previous study (13). The higher prevalence was 
surprising, considering the comparison study utilized 
adults attending primary care clinic for medical reasons. 
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CONCLUSION

The supervised machine learning method utilized in this 
study was able to accurately classify more than 75% of 
the true depression, anxiety and stress cases via online 
methods. This is invaluable in pattern recognition for 
early signs of mental health disorders. The careful use 
of machine learning methods should be complemented 
with humanistic intellect, which is part of the Muslim 
Maqasid al-Shariah and thus, not to be abused. 

We recommend that the online, open source information 
centre to be the complementary surveillance hub for not 
just depression, anxiety and stress condition but also for 
other mental health issues as well. Future studies should 
look at stress and anxiety as potential mediating factor to 
depression. Early interventions should be planned and 
have collaboration with health professionals and data 
scientists which in turn will help reduce mental health 
pandemic that we are currently facing.
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