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ABSTRACT

Novel COVID-19 Coronavirus disease, namely SARS-CoV-2, is a global pandemic and has spread to more than 200 countries. The sudden rise in the number of cases is causing a tremendous effect on healthcare services worldwide. To assist strategies in containing its spread, machine learning (ML) has been employed to effectively track the daily infected and mortality cases as well as to predict the peak growth among the states or/country-wise. The evidence of ML in tackling previous epidemics has encouraged researchers to reciprocate with this outbreak. In this paper, recent studies that apply various ML models in predicting and forecasting COVID-19 trends have been reviewed. The development in ML has significantly supported health experts with improved prediction and forecasting. By developing prediction models, the world can prepare and mitigate the spread and impact against COVID-19.
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INTRODUCTION

COVID-19 is a contagious disease that originated from a newly discovered coronavirus, subsequently named SARS-CoV-2 (1). Since its first human case was reported in the Wuhan district of China in December 2019, the World Health Organization (WHO) has declared the outbreak as a pandemic in March 2020 due to its rapid spread worldwide in a short period (2). The most common symptoms of COVID-19 are fever, dry cough, fatigue, and mild to severe respiratory complications, which can lead to death if very severe (1). As of January 2021, the novel disease has spread to more than 200 countries, affecting 95,321,880 confirmed cases with 2,058,227 of total death tolls reported to WHO (1). However, it is not known how this global pandemic will peak or diminish; thus, predicting the trend of COVID-19 is of striking significance (3).

Researchers and scientists are working towards finding possible steps to mitigate this virus from spreading further (4). To break the chain, each country has taken immediate action by imposing quarantine, lockdown, and travel ban for months (4). Apart from introducing control measures, researchers are also searching for innovative solutions as a new angle to control the spread of the virus (5). With correct data and integration methods, ML has shown to be a promising technology employed to advance clinical decision support by improving the prediction accuracy for screening diseases (4). It is proven that ML results in better scale-up, faster processing power, reliability, and can even outperform humans in specific healthcare tasks (6,7). In the context of COVID-19, ML can be implemented to handle large amounts of data and intelligently predict the disease spreads (8).

Therefore, this paper focuses on the use of modern ML techniques in predicting and forecasting the number of cases or trends during the outburst to curb the spreading of the virus, improve aid distribution, manage disruption control, and other challenges faced. A review of recent studies which further discusses types of the dataset used, ML models applied, and performances of each proposed model is presented in this paper.

ML IN COVID-19 PREDICTION AND FORECASTING

Wrapping multiple data sources with ML can be very helpful in analysing the growth of infection with community behaviour, especially in forecasting where and when the disease is likely to spread (8). Several predicting methods based on ML have been applied to the time series prediction of COVID-19 development.
in some severe countries and globally (3). The Centers for Disease Control and Prevention (CDC) prioritises models for a) mortality forecast, b) hospitalisation forecasts, c) COVID-19 pandemic planning scenarios, and d) COVID-19 surge. The models aim to aid in pandemic response by informing decisions about planning, resource allocation, and the need for social distancing (9). Most of the studies conducted different approaches of ML techniques in the short-term forecasting the number of new cases, recovered, and deaths for the coming days, weeks, or even months (10–13). Batista et al. (14), Mehta et al. (15), and Pourhomayoun and Shakibi (16) implemented ML in predicting the different risks for COVID-19. As for the maximal number of patients across different locations, it is discussed by Batista (17) and Car et al. (18). At the end of this section, Table 1 summarises the comparison of the ML approaches done by these researchers in the application of COVID-19 prediction and forecasting, which also includes the data size and evaluation rate.

COVID-19 data
Coronavirus is a chain reaction caused by an airborne transmission that can be diagnosed by the reverse transcription-polymerase chain reaction (RT-PCR) test (4). Although the results of this test may take up to 48 hours long, it is typically highly accurate and is used to report the number of daily infected cases (14). Among all the studies reviewed in this paper, the COVID-19 data collected are mostly from the available public dataset, consisting of infected or confirmed, recovered, and death cases. Since COVID-19 is a newly-found virus, thus there is no available data from the previous year. Most researchers stated that their data were taken between specified dates or a period of days during the COVID-19 spread, making the data size indefinite. Studies have also discussed the use of data retrieved from hospitals and laboratories (14,16), while others used the 2019 Novel Coronavirus Visual Dashboard operated by the Johns Hopkins University Center for Systems Science and Engineering (JHU CSSE) (3,11,19). The data extracted may be from different locations or countries, depending on the demographic of the study conducted, such as China (17,20,21), the United States of America (USA) (15,22), Brazil (13,23), Malaysia (10,24) and India (21).

ML methods
Recently, many researchers have discussed the different types of ML models developed for the COVID-19 prediction and forecasting (3). The frequency of ML models implemented in the recently reviewed papers for COVID-19, ranked from the most to the least, is Support Vector Machine (SVM), Logistic Regression, Decision Tree (DT), and Random Forest (RF). Despite that, mathematical modelling of infectious disease, namely Susceptible-Exposed-Infected-Recovered (SEIR), is still widely used to characterise the epidemic peak of COVID-19 (10). The model assigns the population to four main components, including susceptible (S), exposed (E), infected (I), and recovered (R), while calculating the R0 value is the most important aspect of this model. Due to limited data availability, it is assumed that (i) the number of births and deaths remains constant; (ii) 1/σ is a latent period of disease and 1/γ is infectious period; and (iii) during the calculation period, the recovered individual was not sick again when describing the spread of COVID-19 by using SEIR (11).

SVM is a type of supervised ML algorithm that works well on both classification and regression (19,22,25). It separates the variables or so-called support vectors using a hyperplane by maximising the margin between two classes, obtained from the distance of decision boundaries as illustrated in Figure 1 (13,25,26). The main advantages of SVM lie in its capability to recognise the predictor non-linear pattern and can improve the forecasting cases based on the history (13,27). In this COVID-19 case, it is advantageous to employ SVM since the epidemic trend is indeed curvy and non-smooth (27) and if the samples are small (13). The majority of authors compared SVM with other ML models, which resulted in Batista et al. (14) and Ribeiro et al. (13) concluding that SVM is the best model regarding the accuracy in all scenarios.

Regression models are statistical sets of ML methods that allow the prediction of the target or continuous outcome variable, which is determined by the value of the predictor or dependent variable/s (11,12). The models have many variants such as linear regression, logistic regression, ridge regression, and polynomial regression (11). In epidemiology, logistic regression is commonly used in the time series regression fitting to predict the likelihood of the occurrence of a certain disease due to its simplicity and efficient calculation (3,20). It uses the sigmoid function to perform predictive analysis based on the relationship between 0/1 or binary dependent variables (25). The logistic growth of COVID-19 is
characterised as in Figure 2A, in which the spread starts with a slow increase in growth, then grows fast near the peak of the incidence curve, and latterly a slow growth phase near the end of the outbreak (3).

Another form of the regression model, namely polynomial regression, performs in a curvilinear relationship between the dependent and independent variables, as illustrated in Figure 2B (11,26). In the COVID-19 outbreak data analysis, residuals play a significant role in regression analysis. Yadav (12) used two or more polynomials to analyse COVID-19 data; as a result, fitting a high degree of polynomial to a model can reduce the residuals. If the value of the polynomial degree is lower than the actual, the model is unable to fit properly, and if otherwise, overfitting of the training data will occur (11). Monica and Devi (28) compared the polynomial regression with two other regressors (DT and RF) and proved that it exactly coincides with the actual COVID-19 confirmed cases.

COVID-19 cases could be due to the model’s need for more observations to learn the data pattern effectively.

In the more advanced technology, deep learning (DL) has been shown to have many contributions in predicting and forecasting data trends (30). DL models such as Long Short-Term Memory (LSTM) and Recurrent Neural Networks (RNN) are usually chosen as COVID-19 deals with time-series data (24,31). Some researchers also have started to prefer hybrid algorithms to improve the prediction and forecasting accuracy of COVID-19 trends (24,32). DL, however, has a drawback when the amount of data available is insufficient due to the requirement of massive labelled data to build an accurate model (26,32). Despite the involvement of many excellent models, Chakraborty et al. (33) stressed that predicting and forecasting COVID-19 is challenging primarily due to seven major factors, including limited availability of data and extreme sources of uncertainty resulting in no gold standard for accurately forecasting the pandemic data.

DT observes an object’s features and trains a model which is represented in the form of a binary tree to predict data in the future (25,28,29). Figure 3A shows that the prediction is made by taking the root node of the binary tree with a single input variable, splitting the dataset based on the variable, and its leaf nodes have resulted as the output variable (25,26). The Gini index function is often used to determine the split or impurity level for the predictions. In a study by Monica and Devi (28), the DT of COVID-19 data has a root node as an observation date, and the output is the number of confirmed cases. Theerthagiri et al. (25), on the other hand, used COVID-19 dataset with two inputs which are taken as age and gender, while the output is whether the patient is recovered or deceased.

As in Figure 3B, RF is a bagging ensemble-based model that combines multiple DT predictors trained using random data samples and feature subsets (13,16,21). It is an efficient and accurate supervised learning method capable of dealing with the randomness of time series (13,26). Every DT has a high variance, but when combined in RF, the resultant variance is low as each DT gets perfectly trained on that particular sample data, and hence the output does not depend on one DT but multiple DTs (28). However, Ribeiro et al. (13) pointed out that the inability of RF to forecast cumulative

![Figure 2: Regression modelling.](image)

![Figure 3: Tree-based algorithm.](image)

**Model evaluation**

Various approaches to the model evaluation were conducted to evaluate the performance of the developed models. For COVID-19 prediction and forecasting, the evaluation metrics are used in regression and binary classification tasks. Confusion matrix (accuracy, sensitivity, and specificity) and area under the receiver operating characteristics (ROC) curve (AUC) are well-known to measure the binary classification or 0/1 prediction. However, most of the studies applied statistical analysis used in regression tasks such as r-squared ($R^2$) score, mean square error (MSE), and root
mean square error (RMSE). Using these metrics, Rustam et al. Field (19) divided the COVID-19 forecasting into three categories: death, recovery, and new confirmed rate to evaluate different ML models for each category. The model that achieved a high $R^2$ but low MSE and RMSE values indicate a high forecast precision (10). Also, studies stipulated at least three performance criteria to be met in selecting the best optimal model.

$R^2$ or coefficient of determination score is a statistical measure of regression models. It is used to check the goodness-of-fit of the trained regression model (19,20). As stated by Rustam et al. (19), the $R^2$ score is used by finding the dispersion of data points around the regression line. It is defined in the range of $[0,1]$, in which the closer the fitting coefficient to a perfect value of 1, the more accurate the prediction model is (18–20). A study by Jia et al. (20) has divided the fitting goodness calculation of COVID-19 cases into three; $R^2(C)$ is for cumulative confirmed cases, $R^2(N)$ is for new confirmed cases, and $R^2(DC)$ is for cumulative deaths. These calculations analysed the prediction done by three different models in different regions. In Wuhan, for example, the $R^2(C)$ obtained were 0.9991 (Logistic model), 0.999 (Gompertz model), and 0.9989 (Bertalanffy model). Equation 1 shows the formula for calculating the $R^2$ score.

$$R^2 = 1 - \frac{(\sum(y_i - \hat{y}_i)^2)}{(\sum(y_i - \bar{y})^2)}$$

MSE is another method in evaluating regression models by finding the average of the squared difference between predicted values and actual values (19,25). Squaring the values is essential to remove the negative sign from the value and emphasise larger differences by giving more weight (19). The smaller the value, or the closer the value to 0, shows the closest to finding the best fit line; thus, the better the quality of the results are (19,25,28). Theerthagiri et al. (25) concluded in their study that K-Nearest Neighbor (KNN) resulted in a lower error rate of 0.9 due to the testing dataset was classified by calculating Euclidean distance between the new instance and existing instance. In a study by Rustam et al. (19), Exponential Smoothing (ES) has shown to perform better among all the models with the lowest MSE (662228.72) while Linear Regression and Least Absolute Shrinkage and Selection Operator (LASSO) performed equally well and achieved low MSE values of 840240.11 and 3244066.79, respectively. MSE can be defined as:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$

The square root of MSE can be used to measure RMSE which depicts the inconsistencies among the observed and predicted values (25). It is described as the standard deviation of the prediction errors where it measures how close the actual data points are to the best-fit line (19). A good model shows a smaller value of RMSE. Fong et al. (27) used the evaluation of RMSE for measuring time series forecasting in their study of COVID-19. The winning model which is Polynomial Neural Network (PNN) with corrective feedback (cf) offers the lowest RMSE (136.547) among all. RMSE can be calculated as:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

Where $y_i$ is the actual cumulative COVID-19 cases; $\hat{y}_i$ is the predicted cumulative COVID-19 cases; $\bar{y}$ is the average of the actual cumulative COVID-19 cases. With an accuracy of 90% by calculating the $R^2$ score and RMSE of 53262.68, a study by Monica and Devi (28) has concluded that the polynomial regression model best predicts COVID-19 confirmed cases as compared to DT regression and RF regression. In predicting the recovered and deceased cases of COVID-19, Theerthagiri et al. (25) showed that the MSE value of SVM (0.21) is lower compared to Logistic Regression (0.2146) and DT (0.2466) meanwhile as for RMSE, the error rate for SVM (0.4583) is also very low followed by Logistic Regression (0.4633), and DT (0.4966).

It appears that the model which has outperformed others due to its high accuracy in predicting and forecasting COVID-19 is a polynomial regression model, while other preferred methods include the logistic model and SVM. Batista (17) and Jia et al. (20) stated that the logistic model is better and can be used for the prediction as the COVID-19 growth is characterised similarly to the model. Meanwhile, SVM performed well due to its capability in recognising the predictor of curvy and non-smooth patterns like the COVID-19 trend (13,14). Above all, polynomial regression is an excellent model as Monica and Devi (28) calculated 90% of the $R^2$ score and 53262.68 RMSE value. Yadav (12), on the other hand, found that a higher degree of polynomial regression produces more prediction accuracy in which the $R^2$ score and adjusted $R^2$ of the sixth-degree polynomial regression model were 0.9990 and 0.9989, respectively.

**CONCLUSION**

Everyone has voiced their concerns on the impact of COVID-19 and has to embrace the ‘new norm’. ML has been widely used in developing prediction models for tailoring health providers in medical decision-making. This paper has addressed recent studies that have applied ML in developing predictive models to predict and forecast trends specifically for COVID-19. Data models were mostly implemented by previous studies. The prediction and forecasting models of COVID-19 could be divided into statistical, ML, and DL. In the context of ML, it can be concluded that the regression model has outperformed other models when evaluated.
Table 1: ML Approaches in Predicting and Forecasting of COVID-19

<table>
<thead>
<tr>
<th>Reference</th>
<th>Application</th>
<th>Data</th>
<th>Model</th>
<th>Evaluation</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Aliyev et al., 2020]</td>
<td>Prediction of COVID-19 infection rate, epidemic peak, and number of infected cases for the upcoming five days</td>
<td>Available data from WHO &amp; available data of infected cases from 23 January - 05 April 2020 in Malaysia</td>
<td>SEIR, Genetic Algorithm, Adaptive Neuro-Fuzzy Inference System (ANFIS)</td>
<td>RMSE, Normalized RMSE, Mean Absolute Percentage Error (MAPE), R² score</td>
<td>ANFIS model shows a very good model</td>
</tr>
<tr>
<td>[Balli, 2021]</td>
<td>Predict weekly cumulative cases for global, Germany and USA</td>
<td>Data of COVID-19 between 20 January - 18 September 2020 for USA, Germany, and the global obtained from WHO</td>
<td>Linear regression, Multi-Layer Perceptron (MLP), RF and SVM</td>
<td>RMSE, Absolute Percentage Error (APE), MAPE</td>
<td>SVM achieved the best trend as it resulted in the lowest value for RMSE, MAPE, and APE scores</td>
</tr>
<tr>
<td>[Batista et al., 2020]</td>
<td>Prediction of positive COVID-19 diagnosis risk</td>
<td>235 adult patients from the Hospital Israelite Albert Einstein in São Paulo, Brazil for 17 - 30 March 2020</td>
<td>Logistic Networks (NN), RF, Gradient Boosting Trees, Logistic Regression and SVM</td>
<td>AUC, Sensitivity, Specificity, Brier score</td>
<td>SVM performed well</td>
</tr>
<tr>
<td>[Batista, 2020]</td>
<td>Prediction of epidemic size for China, South Korea and the rest of the world</td>
<td>Data from January 2020 - March 2020</td>
<td>Logistic model and SIR model</td>
<td>RMSE</td>
<td>Logistic model can be used to predict the COVID-19 cases</td>
</tr>
<tr>
<td>[Car et al., 2020]</td>
<td>Prediction of the maximal number of patients across all locations in each time unit</td>
<td>Information on infected, recovered, and deceased patients in 406 locations over 51 days</td>
<td>MLP, Artificial Neural Network</td>
<td>R² score, Cross validation</td>
<td>AI models can be used in modeling the spread and effect of infectious diseases</td>
</tr>
<tr>
<td>[James Fong et al., 2020]</td>
<td>Prediction of the epidemic lifetime to decide on timely and remedial actions</td>
<td>Data between 21 January - 3 Feb 2020</td>
<td>Autoregressive Integrated Moving Average (ARIMA), Exponential, Holt-Winters Addictive, Linear Regression, SVM, fast DT learner, MLP, DT learner, PNN and PNN+cf</td>
<td>RMSE</td>
<td>PNN+cf is a better model</td>
</tr>
<tr>
<td>[Majhi et al., 2021]</td>
<td>Prediction of the number of positive cases in India</td>
<td>China’s data from 15 January 2020 for training and India’s sample for validation until 3 May 2020</td>
<td>Nonlinear regression, DT-based regression, and RF</td>
<td>MAPE</td>
<td>RF (0.02%) outperforms compared to DT (0.18%) and Nonlinear regression (0.24%)</td>
</tr>
<tr>
<td>[Monica and Devi, 2020]</td>
<td>Prediction of COVID-19 progress</td>
<td>Dataset consists of 7 fields and 27166 records containing confirmed, deaths and recovered cases of COVID-19</td>
<td>Polynomial regression, DT regressor, RF regressor</td>
<td>RMSE, MSE</td>
<td>Polynomial regression model produces more prediction accuracy</td>
</tr>
<tr>
<td>[Gupta et al., 2020]</td>
<td>Prediction of the number of cases for the next 2 weeks</td>
<td>JHU CSSE repository from 30 January - 30 March 2020</td>
<td>SEIR model and Regression (linear and polynomial) model</td>
<td>Root Mean Squared Log Error (RMSLE)</td>
<td>SEIR model (1.52) and Regression model (1.75)</td>
</tr>
<tr>
<td>[Jia et al., 2020]</td>
<td>Prediction and analysis the situation of COVID-19 in China</td>
<td>COVID-19 data of confirmed cases and death cases of whole China mainland</td>
<td>Logistic model, Bertalanffy model and Gompertz model</td>
<td>R² score</td>
<td>Logistic model is a better model</td>
</tr>
<tr>
<td>[Mohta et al., 2020]</td>
<td>Prediction of the county-level risk</td>
<td>US country level using publicly available data</td>
<td>XGBoost</td>
<td>Sensitivity, specificity, AUC, RMSE, hold out validation</td>
<td>Sensitivity (&gt;71%) and specificity (&gt;94%)</td>
</tr>
<tr>
<td>[Pouarchamoray and Shakibi, 2021]</td>
<td>Prediction of mortality risk accuracy for the physical and symptom-based features</td>
<td>117,000 laboratory-confirmed COVID-19 patients from 76 countries</td>
<td>SVM, NN, RF, DT, Logistic Regression, KNN</td>
<td>Accuracy, AUC, sensitivity, specificity</td>
<td>NN has the highest accuracy (91.75%)</td>
</tr>
<tr>
<td>[Ribeiro et al., 2020]</td>
<td>Short-term forecasting with one, three, and six-days ahead the COVID-19 cumulative datasets in Brazilian states</td>
<td>Cumulative confirmed cases of COVID-19 in Brazil until April 18 or 19, 2020</td>
<td>ARIMA, Cubist Regression, RF, Ridge Regression, SVM, Stacking-Ensemble Learning</td>
<td>Mean Absolute Error (MAE), symmetric MAPE, Improvement Percentage Index (IP)</td>
<td>SVM is the best model regarding accuracy, in all scenarios</td>
</tr>
<tr>
<td>[Rastam et al., 2020]</td>
<td>Prediction of number of newly infected cases, deaths and recoveries</td>
<td>2019 Novel Coronavirus Visual Dashboard operated by JHU CSSE</td>
<td>Linear regression, LASSO, SVM, and EFS</td>
<td>R² score, R² adjusted MSE, R² adjusted RMSE</td>
<td>ES performed best</td>
</tr>
<tr>
<td>[Saha et al., 2021]</td>
<td>Ten-days-ahead forecasting of COVID-19 infected and deaths cases under different lockdown types</td>
<td>Confirmed and deaths cases collected from <a href="https://github.com/CSSEGISandData">https://github.com/CSSEGISandData</a> for nine countries between 22 January - 30 September 2020</td>
<td>RF, KNN, SVM, DT, polynomial regression, Holt winter, ARIMA, and SARIMA</td>
<td>MAPE, MAE, and RMSE</td>
<td>Impossible to recommend a single approach for all datasets as different datasets exhibited different trends</td>
</tr>
<tr>
<td>[Theerthagiri et al., 2020]</td>
<td>Prediction of recovered and deceased cases of COVID-19</td>
<td>COVID-19 dataset contains the patient’s details with recovered and deceased status</td>
<td>Logistic Regression, DT, KNN, SVM, MLP</td>
<td>MSE, MAE, Cohen’s Kappa Score</td>
<td>KNN classification algorithm shows lowest error rate (0.19)</td>
</tr>
<tr>
<td>[Wang et al., 2020]</td>
<td>Predict of long-time period trend of COVID-19 in global, also in some heavily infected countries</td>
<td>JHU CSSE dashboard at country level from 22 January - 16 June 2020</td>
<td>Hybrid Logistic and FPHProphet model</td>
<td>95% confidence interval</td>
<td>The model has valuable advantage in forecasting epidemic trend</td>
</tr>
<tr>
<td>[Yadav, 2020]</td>
<td>Prediction of number of cases for the next 6 days</td>
<td>Database of COVID-2019 from 76 countries</td>
<td>Quadratic, 3rd degree, 4th degree, 5th degree, 6th degree, and Exponential Polynomial Regression models</td>
<td>Sum of Square Errors (SSE), R² score, Degree of Freedom for Error (DFE) adjusted R²</td>
<td>6th degree polynomial regression model is a very good model</td>
</tr>
</tbody>
</table>

Using methods such as statistical analysis. It is shown that ML can be used in modelling the spreading pattern as well as improving the prediction and forecasting of the COVID-19. However, the fight against COVID-19 is still far from over. This pandemic recovery depends not only on the prediction and forecasting alone but also on other strategies that need to be taken by all parties. For the progression of better models in long haul expectation, future exploration ought to be committed to near examinations on different ML models for an individual country. Because of the major contrasts between the episode in different nations, the headway of worldwide models with speculation capacity would not be feasible.
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